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The effect of a magnetic field at right angles to an electric field on spatial relaxation of a swarm of charged
particles emitted by a plane source into a gas—the idealized steady-state Townsend experiment—is examined.
The Boltzmann equation is solved using an adaptation of the “two-temperature” moment method, involving a
Burnett function representation of the velocity distribution function, a technique which is valid for charged
particles of arbitrary mass and is intrinsically of a “multiterm” nature. Results are presented for electrons in
model and real gases, and are benchmarked against an exact analytical solution of the Boltzmann equation for
a particular collision model. The application of a magnetic field significantly alters the relaxation profiles: in
general, it can both enhance or retard spatial relaxation of transport properties. For methane gas, a multiterm
analysis is essential to correctly account for the relaxation near the source, even though a two-term approxi-
mation may be sufficient when the magnetic field is sufficiently strong and hydrodynamic conditions dominate.
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I. INTRODUCTION

In the last decade, significant advances have been made in
the kinetic modeling of charged-particle swarms emitted
from a plane source into an infinite gas—the idealized
steady-state Townsend �SST� experiment—where the main
interest is in the way the applied electric field controls the
qualitative and quantitative characteristics of the spatial re-
laxation �1�.1 Most work has focused on electrons, through
various “multiterm” methods of solution of the Boltzmann
equation �2–7�, involving representation of the distribution
function in directions �� ,�� in velocity space in terms of
spherical harmonics Ym

�l��� ,�� beyond l=1 �the “two-term”
approximation�.2 In those numerical codes specific to elec-
trons, this angular decomposition is generally followed by
discretization in speed �2–5�. However, in the “two-
temperature” moment method �8�, as adapted to the SST
problem by Robson and co-workers �6,7�, the speed depen-
dence is accounted for by an expansion in Sonine polynomi-
als with a Maxwellian weight function at some basis tem-
perature different from the gas temperature, leading to an
overall Burnett function decomposition of the velocity distri-
bution function. This method, originally developed by Vieh-
land and Mason �9�, is most efficient for the calculation of

velocity averages, or “moments” of the distribution function,
and can be used for particles of arbitrary mass—i.e., both
ions and electrons. Furthermore, it is automatically multi-
term in the sense described above. Once the velocity depen-
dence has been accounted for, through either of these two
ways,3 the remaining space dependence can be dealt with
either by discretization at a finite number of points or
through an eigenfunction expansion method. The former pro-
cedure, while somewhat cumbersome, furnishes a compre-
hensive picture of the spatial dependence in all regions,
while the latter, though in principle capable of providing the
same information, offers the most efficient means of analyz-
ing the asymptotic spatial relaxation regime, far downstream
from the source �6,7�. In this paper we generalize our earlier
analysis with the two-temperature moment method to solve
the Boltzmann equation in the presence of orthogonal elec-
tric and magnetic fields, using both spatial finite-difference
and eigenfunction techniques.

Charged-particle transport in gases under the influence of
crossed electric and magnetic fields has long been of interest,
with many scientific and technological applications. To name
a few: low-temperature magnetron plasma discharges which
are widely used in plasma processing industry �10�, the de-
sign of multiwire drift chambers for detection particles in
high-energy accelerators �11�, meteor trails in the Earth’s at-
mosphere �12�, gas lasers �13�, and swarm experiments in
which a magnetic field is introduced with the aim of refining
the accuracy of low-energy scattering cross-section data �14�.

These applications and experiments are often modeled as-
suming hydrodynamic conditions, in which the spatial de-
pendence of the charged particle distribution function and its
velocity moments, such as the particle flux, are projected
entirely onto the number density, typically through a density-

1A “swarm” is the test particle or free diffusion limit of a plasma,
where charged particle densities are so low that the Debye length is
larger than the relevant macroscopic length and none of the collec-
tive effects characteristic of a plasma �Debye length much smaller
than the relevant macroscopic dimension� are in evidence. In par-
ticular, transport processes are collisionally dominated and any
space charge fields are negligible in comparison with the external
fields. Many of the papers cited in the present paper claim to deal
with plasmas, but like the present work, are in fact confined to the
swarm limit.

2In the usual SST experiment, the electric field normal to the plane
source provides an axis of symmetry, and only spherical harmonics
with m=0—i.e., Legendre polynomials Pl���—are required.

3Polynomial and “discrete ordinate” representations have long
been known to be mathematically equivalent—see, e.g., �53�—
although in practice in numerical calculations, there may be advan-
tages in using one method over the other.
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gradient expansion: Fick’s law of diffusion is an example of
a flux-gradient relation valid only in the hydrodynamic re-
gime. The hydrodynamic assumption may be invalid for a
number of reasons, such as the presence of sources and sinks
�15,16�, even for some simple situations, such as the intrin-
sically nonhydrodynamic idealized SST experiment dealt
with in this work. Fick’s law is then both quantitatively and
qualitatively incorrect, and transport coefficients have no
role to play �17�. In these circumstances, an understanding of
the mechanisms governing spatial relaxation is best afforded
by a full solution of the Boltzmann equation �1�, as detailed
in this work. This issue has been addressed by many authors
in the context of the electrical-field-only case—e.g., Refs.
�18–20�.

Crossed electric and magnetic fields introduce some com-
plexity into the tensor analysis—there is no single axis of
symmetry and a simple Legendre polynomial expansion is
no longer valid. Perhaps for this reason, the two-term ap-
proximation has hitherto dominated plasma discharge mod-
eling �21–23�. Very recently, however, a multiterm approach
for cylindrical magnetron discharges in crossed electric and
magnetic fields has been developed �24�, extending the pre-
viously developed nonhydrodynamic multiterm analysis for
an electric field only �25� and the hydrodynamic transport
theory when both fields are present �26�. The approach was
then applied to model the electron component of an argon
magnetron discharge �27,28�, and undoubtedly this work
provides the most sophisticated such analysis to date. How-
ever, a comprehensive multiterm theory emphasizing the
fundamental physics of charged-particle spatial relaxation in
a crossed-field configuration is still lacking, and this is ad-
dressed in the present work.

In the case of an electric field only, previous work on the
idealized SST experiment �2,3,6,7� showed that for electrons
undergoing particle-conserving �elastic and inelastic� colli-
sions, the spatial relaxation characteristics are strongly con-
trolled by competition between elastic and inelastic colli-
sional energy losses, which play markedly different roles. On
the one hand, elastic collisions always produce monotonic
relaxation to a spatially uniform state, by virtue of continu-
ous energy losses in such processes. On the other hand, a
charged particle suffers a discrete loss of the inelastic thresh-
old energy when it undergoes an inelastic collision. In the
absence of elastic collisions, the charged particle accumu-
lates energy from the electric field until it experiences a sud-
den loss of energy, upon reaching the threshold energy. This
process of energy transfer would be repeated without limit if
elastic collisions could be “switched off,” and the transport
properties would thus evolve periodically in space. However,
elastic collisions are always present and tend to damp this
oscillatory behavior and broaden the peaks �6�. Therefore,
spatial relaxation is characterized by monotonic decay or
weakly damped periodic decay if elastic or inelastic colli-
sions dominate energy losses, respectively, or heavily
damped oscillatory decay when losses of energy via both
kinds of collisions are important. The relaxation is thus char-
acterized by a relaxation length and a relaxation period if
oscillations exist. The situation is analogous to a damped
pendulum.

The presence of a magnetic field orthogonal to the electric
field is known to produce significant changes in the relax-

ation profile for electrons in neon—e.g., shortening the re-
laxation length and enlarging the relaxation period for low
electric field strengths, as studied in the context of a two-
term analysis �21�. In this work, we extend our earlier mul-
titerm approaches �6,7� to include a magnetic field at right
angles with the electric field and develop a formalism suit-
able for dealing with both ions and electrons. We present
relaxation results for electrons undergoing conservative col-
lisions, using both a model and a real gas, here methane �14�,
as an example. The aim of using model gases is to isolate the
explicit magnetic field effects from effects introduced by
various collision processes present in real gases, thus en-
abling us to illustrate the fundamental effects of the magnetic
field on spatial relaxation characteristics. We use methane
because of the special properties of its cross sections requir-
ing a distinctly “multiterm” analysis �7,26,29–31�. Both
cases have been extensively discussed for hydrodynamic
�32–34� and nonhydrodynamic conditions �7�, respectively,
though the latter was for an electric field only.

The structure of this paper is as follows. In Sec. II the
kinetic theory of spatially inhomogeneous swarms is summa-
rized, focusing on the Burnett function representation of the
Boltzmann equation, and boundary conditions, as well as the
eigenfunction decomposition in space. Numerical calcula-
tions are performed and the effects of magnetic field on spa-
tial relaxation characteristics of transport properties are dem-
onstrated and discussed in Sec. III. Our results are
summarized in Sec. IV.

II. KINETIC THEORY

The kinetic theory of inhomogeneous swarms in gases has
been discussed extensively in the literature �1,6,7,35�. In this
section we discuss the solution of the Boltzmann equation
using a two-temperature moment technique and the associ-
ated boundary conditions. To complement the numerical
studies and gain more physical insight, we further present an
eigenvalue analysis of the Boltzmann equation, with focus
on eigenvalue spectra.

A. Governing equation

Consider an idealized SST experiment with plane-parallel
geometry, as shown schematically in Fig. 1. A plane source
emits charged particles with charge q at a steady rate into an
infinite gas between anode and cathode, under the influence
of crossed static electric and magnetic fields E and B, which
are chosen in this work such that qE and qB are in the z and
y directions, respectively. There exists a steady state in which
properties are independent of time and vary with position
only in the z direction. The density of the charged particles is
so low that they can be treated in the swarm limit. The evo-
lution of the swarm charged particles is governed by the
Boltzmann equation

�J +
q

m
��E + c�B� ·

�

�c
+ cz

�

�z
� f�z,c� = 0, �1�

where m is mass of the swarm particle, f�z ,c� is the particle
distribution function at coordinate z and velocity c, J is the
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linear collision operator describing charged-particle–gas-
molecule interactions. We consider conservative collision
processes only, and the Wang-Chang–Uhlenbeck–de Boer
semiclassical collision operator �15,36,37� is used for J.

B. Velocity angular dependence: Spherical harmonics
decomposition

In the presence of a magnetic field, decomposition of the
angular dependence in velocity space through spherical har-
monics not a Legendre polynomial is required, irrespective
of the nature of swarm-particle transport being hydrody-
namic �26� or nonhydrodynamic �24�. The first step in our
solution of Eq. �1� is spherical harmonic decomposition of
f�z ,c�:

f�z,c� = �
l=0

�

�
m=−l

l

fm
�l��z,c�Ym

�l��ĉ� , �2�

where Ym
�l� are spherical harmonics and ĉ is the angle between

c and E. For practical purposes, truncation of the infinite
series in Eq. �2� at some finite value l= lmax is needed. Here
lmax is a free parameter set by the convergence requirement,
so our formalism is of “multiterm” nature.

Substitution of the expansion �2� into �1�, premultiplying
by Ym

�l�, and integrating over all angles yields the following
hierarchy of coupled integro-differential equations:

�
l�=0

�

�
m�=−l�

l� �Jl�l�l�m�m − ia�l�m10	lm�
l��c
�1��l��

+
�

2
��l − m��l + m + 1��m�m+1

− �l + m��l − m + 1��m�m−1��l�l − i�l�m10	lm�

�
l�c�1��l���m�m
�

�z
� fm�

�l� �z,c� = 0, �3�

where a=qE /m and �=qB /m are charged-particle accelera-
tion and gyro frequency, respectively. The reduced matrix
elements Jl, 
l��c

�1��l��, and 
l�c�1��l�� are given by Eqs. �18�,

�23�, and �24�, respectively of Ref. �31�. The quantity
�l�m10 	 lm� denotes a Clebsch-Gordan coefficient.

Transport properties—for instance, average velocity and
mean energy in terms of fm

�l�—are given by, respectively,

vx�z� =4�

3

1

n�z��0

�

cf1
�1��z,c�c2dc , �4�

vz�z� =4�

3

1

n�z��0

�

cf0
�1��z,c�c2dc , �5�

	�z� = 4�
1

n�z��0

� 1

2
mc2f0

�0��z,c�c2dc , �6�

where n�z� is the charge-particle number density given by

n�z� = 4��
0

�

f0
�0��z,c�c2dc . �7�

C. Speed dependence: Sonine polynomial representation

The speed dependence of fm
�l� is further expanded in terms

of Sonine polynomials:

fm
�l��z,c� = w�
,c��

�=0

�

F��lm;
,z�R�l�
c� , �8�

where

R�l�
c� = N�l�
c
2

�l

Sl+1/2
��� �
2c2

2
� , �9�

N�l
2 =

2�3/2�!

��� + l + 3/2�
, �10�

and Sl+1/2
��� are Sonine polynomials. The weight function

w�
 ,c� is a Maxwellian

w�
,c� = � 
2

2�
�3/2

exp�−

2c2

2
� , �11�


2 =
m

kTb
, �12�

where Tb is an arbitrary basis temperature which is different
from the gas temperature T0. The combination of Sonine
polynomials and spherical harmonics leads to Burnett func-
tions �38�. In the parlance of modern kinetic theory �8,29�,
we thus have a “two-temperature” Burnett function represen-
tation of the Boltzmann equation. As with previous work in
the hydrodynamic regime �15,31,39� and nonhydrodynamic
regime for electric field only �6,7�, the Burnett function ex-
pansion method seems best suited for a unified treatment of
both ions and electrons in the nonhydrodynamic regime
when both electric and magnetic fields are present. Expres-
sions for matrix elements of J in this basis set and associated
computer codes developed in connection with nonhydrody-

FIG. 1. Schematic representation of the idealized state-state
Townsend experiment. Charged particles emitted at a constant rate
from an infinite plane source at z=z0 interact with the background
neutral gas under static external electric and magnetic fields and
evolve downstream zz0.
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namic transport calculations in our previous work �7� can be
directly adapted to the present problem.

Substituting Eq. �8� into Eq. �3� and multiplying by
R�l�
c�c2, integrating over all speeds, and using the orthogo-
nality of the R�l functions with respect to the Maxwellian
weight function yields the following system of coupled dif-
ferential equations for the moments F���l�m� ;
 ,z�:

�
��=0

�

�
l�=0

�

�
m�=−l�

l� �n0J���
l �
��l�l�m�m + ia
�l�m10	lm�

�
�l�K�1����l���m�m +
�

2
��l − m��l + m + 1��m�m+1

− �l + m��l − m + 1��m�m−1��l�l���� − i
1



�l�m10	lm�

�
�l�
c�1����l���m�m
�

�z
�F���l�m�;
,z� = 0,

��,l� = 0,1,2, . . . ,� ,

m = − l,− l + 1, . . . ,l , �13�

where n0 is the neutral gas number density. The reduced
matrix elements J���

l �
�, 
�l�
c�1����l��, and 
�l�K�1����l�� of
the collision operator, velocity, and velocity derivative are
given by Eqs. �11�, �12a�, and �12b� of Ref. �37�, respec-
tively.

The quantities of interest in terms of the calculated mo-
ments are

vx�z� =
2




Im�F�011;
,z��
F�000;
;z�

, �14�

vz�z� = −
1




Im�F�010;
,z��
F�000;
;z�

, �15�

	�z� =
3

2
kTb�1 −2

3

F�100;
,z�
F�000;
,z�

� , �16�

n�z� = F�000;
,z� . �17�

As in our early work �7�, Tb is assumed constant in space.

D. Boundary conditions

We apply similar boundary conditions as in our previous
work �7�. At the z=z0 plane, a disturbing source is applied to
the charged-particle distribution functions via a drifted Max-
wellian velocity distribution:

fDM�c� = A� m

2�kTi
�3/2

exp�−
m�c − vi�2

2kTi
� , �18�

with prescribed temperature and drift velocity parameters Ti
and vi, respectively, and amplitude A. The boundary condi-
tions at the z=z0 plane are on the odd spherical harmonic
projections �7�:

fm
�l��z0,c� = fDM,m

�l� �c� �l = 1,3, . . . ,but �l � 1,m � 0�� .

�19�

Due to conservation of charged-particle flux �z=nvz in the z
direction, upon applying relation �5� we have, in addition,

fm
�l��z0,c� = fs,m

�l� �c� �l = 1,m = 0� , �20�

where fs,m
�l� �c� is the distribution under steady-state hydrody-

namic conditions. It is through the relation �20� that the pa-
rameter A is fixed.

In the asymptotic region far downstream from z=z0, the
distribution function becomes spatially independent since we
consider only conservative collisional processes—i.e.,

�

�z
fm

�l��z → �,c� = 0. �21�

As is usual with these problems, the infinite half-space is
approximated by a finite mesh on a region �z0 ,zmax� and the
upper limit zmax is increased until solutions do not vary out-
side the prescribed accuracy limits. The “boundary condi-
tion” �21� at infinity is then written in terms of the even
spherical harmonic components as �7�

�

�z
fm

�l��zmax,c� = 0 �l = 0,2, . . . � . �22�

It must be emphasized that this requirement does not repre-
sent the condition at any physical boundary.

In terms of Burnett function expansions, the boundary
conditions for the spherical harmonic projections �19�, �20�,
and �22� now become

F��lm;
,z0� = FDM��lm� �23�

�l = 1,3, . . . ,but �l � 1,m � 0,� � 0�� ,

F��lm;
,z0� = Fs��lm� �l = 1,m = 0,� = 0� , �24�

�

�z
F��lm;
,zmax� = 0 �l = 0,2, . . . � , �25�

where Fs and FDM denote the moments corresponding to fs,m
�l�

and fDM,m
�l� , respectively.

E. Numerical techniques

We employ similar techniques as for the electric field only
case �7� to solve Eqs. �13� and �23�–�25�. However, due to
the introduction of the additional m index required by the
presence of the magnetic field, the matrix size is larger by a
factor of �lmax+1� than when only the electric field is present.
For the results represented below, an accuracy of 1%–2% has
been achieved.

F. Eigenvalue spectra analysis

In our previous work �6�, we developed an eigenvalue
theory of the spatially inhomogeneous Boltzmann equation.
This theory was then applied to study spatial relaxation of a
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nonhydrodynamic electron swarm in idealized SST experi-
ments, under a spatially uniform electrostatic field. In the
present work, we generalize the previous eigenvalue theory
to include both electric and magnetic fields which are con-
stant and orthogonal to each other.

The eigenvalue problem is �6�

�M + K�� = 0, �26�

where

M = J + a
�

�cz
+ ��− cz

�

�cx
+ cx

�

�cz
� , �27�

K is the eigenvalue, and � the corresponding eigenfunction.
The eigenvalue spectra are generally discrete and so can be
represented as �Kn ,n=0,1 ,2 , . . . �. Moreover, the spectra are
complex usually and three types of eigenmodes exist: K0
=0, Re�Kn��0, and Re�Kn��0. The existence of the differ-
ent types of eigenmodes indicates mathematically that the
problem is of a boundary value nature, as addressed in Sec.
II D. Because here we are interested in spatial relaxation in
the downstream region, only the K0=0 and Re�Kn��0
eigenmodes are then taken into account. We further assume
the eigenvalue spectra �Kn ,n=0,1 ,2 , . . . � are arranged in a
way such that 	Re�Kn�	 increases with n.

For particle-conserving collisions, the lowest eigenvalue
is �6�

K0 = 0, �28�

and �0 is essentially the steady-state distribution function
satisfying

M�0 = 0. �29�

The distribution f�z ,c� governed by Eq. �1� approaches as-
ymptotically the state represented by �0, and this occurs at a
rate controlled by K1, the eigenvalue with the lowest �in
magnitude� nonzero real part. This eigenvalue is thus of par-
ticular interest.

For the special case of elastic collision interactions only,
Kn �n1� is real and negative. In the presence of inelastic
collisions, under certain conditions K1 together with some
other Kn is complex. The complex feature of K1 indicates
that the asymptotic relaxation of f�z ,c� and its moments are
oscillatory with a period P=2� / Im�K1� and the approach to
the spatially uniform state occurs in a few multiples of the
characteristic relaxation length � given by �=1/ 	Re�K1�	.

Equation �26� associated with the M operator given by
Eq. �27� is represented in terms of Burnett functions. The
numerical solution for Kn is carried out using a method simi-
lar to that described in Ref. �6�.

For the Maxwell elastic collision model and charged par-
ticles in a cold gas, analytical solutions of the eigenvalues
from Eq. �26� are available �see the Appendix�. The eigen-
value spectra are given by

Kn = −
6n�2n + 3�
�4n + 3�2

m

m0

�m
2

a
�1 + � �

�m
�2� �n = 0,1,2, . . . �

�30�

where m0 is the mass of the neutral molecule and �m the
momentum transfer collision frequency which is related to
momentum transfer cross section �m via �m=n0c�m. The re-
lation �30� shows clearly that the eigenvalues are discrete.
Relation �30� implies that when a magnetic field is present,
the eigenvalues are enlarged by a factor of �1+ �� /�m�2�;
consequently, the characteristic relaxation length � is re-
duced by the same factor. Spatial relaxation of transport
properties thus proceeds faster than the magnetic-field-free
case.

One may be tempted to extend the equivalent electric field
concept as used in the spatially homogeneous case �40–44�
under a two-term approximation to describe the effects of the
applied orthogonal magnetic field under nonhydrodynamic
conditions. The presence of spatial derivatives in Eq. �1�,
however, prevents such a representation.

III. APPLICATIONS

In this section, we study electron transport in model and
real gases. �The procedure could just as easily be applied to
ions—no changes are required in the theory and associated
computer codes.� Both eigenvalue analysis and numerical
calculations are performed using Eqs. �26�, �13�, and �23�–
�25�. In what follows, the reduced electric and magnetic field
strengths E /n0 and B /n0 are in units Td and Hx, respectively,
where 1 Td=10−21 V m2 and 1 Hx=10−27 T m3. It is worth
noting at the outset that the values of B /n0 may be as much
as several kHx or larger in actual plasma processing devices,
highlighting the need for nonhydrodynamic studies �24,45�,
such as the following. The spatial position and the eigenval-
ues are normalized to a representative mean free path

� =
1

2n0�0

, �31�

via K�=�K and z�=z /�, respectively, where �0=1 Å2 is a
representative cross section. For simplicity, we set z0=0 from
now on.

A. Maxwell model

As discussed in Sec. II F, for Maxwell model electrons in
a cold gas, analytical eigenvalue spectra are given by Eq.
�30�. To validate the theory and computer codes, comparison
of the eigenvalues is made between analytical and numerical
results. The Maxwell model under consideration is

�m = 5	−1/2 Å2,

m0 = 4 amu, T0 = 0 K,

E/n0 = 1 Td, �32�

where the energy 	 is in eV. Table I shows the eigenvalues
from both numerical solution of Eq. �26� and analytical ex-
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pression �30� for varying magnetic field strength. We see
excellent agreement between the theory and numerical data.
Note that in the presence of a magnetic field, the magnitude
of Kn

� is amplified by a factor of �1+ �� /�m�2� which is 2 and
�10 for B /n0=169 Hx and 500 Hx, respectively. The larger
Kn

� implies that spatial relaxation proceeds faster than the
electric-field-only case. Physically, under the influences of a
magnetic field, a charged particle experiences more elastic
collisions in traveling a given linear distance due to gyrations
induced by the magnetic field. Therefore, energy transfer be-
tween charged particles and neutral gases �i.e., the loss of
energy from the swarm particles to the neutral gas� is en-
hanced and a reduction in relaxation length follows directly.

We expect this general behavior of shorter relaxation
length in the presence of an additional magnetic field to carry
over to cases when other types of collisions such as inelastic
collisions are present.

B. Electrons in a model gas: Inelastic step function cross
section

To understand the fundamental effects of the magnetic
field on relaxation characteristics when inelastic collisions
are present, we study here electrons in a model gas, using an
inelastic step function model. This model was employed pre-
viously when studying eigenvalue spectra in the case of elec-
tric field only, and the model details are �6�

�m = 6 Å2,

�i = 0.1 Å2, 	i = 2 eV,

m0 = 4 amu, T0 = 0 K, �33�

where the inelastic collisions are characterized by a cross
section �i and a threshold 	i. Here the electric field strength
of interest varies between 0.5 Td and 20 Td. When the mag-
netic field is absent, a “window” of electric field strength was
observed �6� for which transport properties exhibit oscilla-
tory behavior as they relax to the spatially uniform state. We
study here the effects of varying the magnetic field strength
on K1

� and the associated electric field “window” and relax-
ation characteristics.

Figure 2 shows the variation of K1
� in the above E /n0

range while the magnetic field strength varies. We see from
Figs. 2�a� and 2�b� that the presence of a magnetic field shifts
both 	Re�K1

��	 and Im�K1
�� toward larger E /n0; meanwhile,

	Re�K1
��	 is moved upward while Im�K1

�� downward.
In the case of electric field only, Fig. 2�b� shows the pres-

ence of a window of electric field strength with lower and
upper boundaries about 0.5 Td and 12.5 Td, respectively,
over which nonvanishing Im�K1

�� exists. Inside this window,
	Re�K1

��	 in Fig. 2�a� is minimal, consistent with our previous
work �6�. For cases when a magnetic field is present and
inelastic collisions dominate the energy loss processes, as
discussed in Sec. III A, a charged particle experiences more
elastic collisions in passing a given linear distance. There-
fore, energy transfer between the charged particles and the
neutral gas is enhanced. To accumulate sufficient energy to
reach the inelastic threshold, charged particles thus need to
travel a longer linear distance than in the magnetic-field-free
case. It follows that the period of spatial oscillations in-
creases when a magnetic field is present, as indicated by the
smaller Im�K1

�� in Fig. 2�b�. The larger 	Re�K1
��	 in Fig. 2�a�

in the presence of the magnetic field and its increase with
B /n0 implies that the discussions in Sec. III A in association
with Table I carry over to the present situation where both
elastic and inelastic collisions are present, so the character-
istic relaxation length decreases. For instance, Fig. 2 shows
that at E /n0=6 Td, P=5.1� and �=94� for B /n0=0, but
when B /n0=1000 Hx, P=9.1� and �=3.2�. Such observa-

TABLE I. Eigenvalue spectra 	Kn
�	 �10−2� for the Maxwell model

�32�. The first and second rows for a given magnetic field strength
are from numerical solution of Eq. �26� and analytical expression
�30�, respectively.

B /n0

�Hx�

n

0 1 2 3 4 5

0 0 2.968 3.363 3.494 3.563 3.608

0 2.968 3.366 3.491 3.545 3.574

169 0 5.937 6.731 6.982 7.113 7.189

0 5.937 6.732 6.982 7.091 7.149

500 0 29.08 32.98 34.23 34.89 35.27

0 29.07 32.97 34.19 34.72 35.00

FIG. 2. The real part �a� and imaginary part �b� of K1
� for the

inelastic step-function cross-section model �33� over a range of
electric field strength for varying magnetic field. Solid line: B /n0

=0. Dotted line: B /n0=100 Hx. Dashed line: B /n0=500 Hx. Dot-
dashed line: B /n0=1000 Hx. Dot-dot-dashed line: B /n0=2000 Hx.

LI, ROBSON, AND WHITE PHYSICAL REVIEW E 74, 026405 �2006�

026405-6



tions are consistent with an early work for electrons in neon
�21�.

The shifts of the window toward larger E /n0 in both
	Re�K1

��	 and Im�K1
�� with the application of a magnetic field

in Fig. 2 is due to the magnetic cooling effects �32�. First, we
consider the shift of the lower boundary of the window. For
relaxation which is originally periodic when only an electric
field present, the application of a magnetic field of suffi-
ciently large strength reduces the mean energy of charged
particles to far below the inelastic threshold. Spatial evolu-
tion of the particles is thus dominated by elastic collisions
and relaxation is monotonic. Consequently, an E /n0 value
originally inside the window for periodic relaxation when
B /n0=0 is now driven outside the window. For example, Fig.
2�b� shows that the lower boundary of �0.5 Td of the elec-
tric field window for B /n0=0 is outside the window for
B /n0=500 Hx. Second, we consider cases when the relax-
ation characteristic is monotonic in the presence of only a
strong electric field with strength greater than the upper
boundary of the window. The reality of K1 for strong electric
fields is due to the fact that the mean energy is much greater
than the inelastic collision threshold, and hence the losses of
energy due to inelastic collisions can be treated as a continu-
ous process �46–48�. When an additional magnetic field is
introduced, for sufficiently strong magnetic field, the mean
energy is now comparable with the inelastic threshold. En-
ergy losses via inelastic collisions dominate, and so oscilla-
tory relaxation proceeds. For instance, Fig. 2�b� shows that
the upper boundary of the electric field window is �12 Td in

the absence of a magnetic field. When B /n0=500 Hx, the
upper boundary of the window is �17.5 Td and a shift to-
ward larger E /n0 is evident.

To characterize the effects of the magnetic field on relax-
ation processes in neon, in Ref. �21�, the relaxation length
and period were parametrized via an empirical formula for
damped periodic evolutions with spatial position. This is
equivalent to approximately subtracting the information for
the eigenvalue K1 from the complex electron relaxation pro-
files, rather than evaluating K1 rigorously as in this work.

Figure 3 shows the spatial relaxation of transport proper-
ties at E /n0=6 Td for varying B /n0, for a disturbing source
introduced via Eq. �18� with Ti=4.0�103 K and vi=2.0
�104 m/s. In the presence of an electric field only, Figs.
3�a�–3�c� show that both the mean energy and the average
velocity in the electric field direction relax toward a spatially
uniform state via oscillatory decay, as expected from the
study of K1 in Fig. 2. The relaxation of these quantities is
very slow, taking approximately 500� to reach to the spa-
tially uniform state. When B /n0=100 Hx, we see from Figs.
3�d�–3�f� that both the maximal and spatially uniform values
of 	 and vz are lower than the case when B=0, due to mag-
netic cooling effects and gyrations of the electrons caused by
the magnetic field �32�. In addition, by virtue of the crossed
magnetic field drift the velocity vx is now nonzero and in the
−x direction, due to electron gyrations �32�. Moreover, Figs.
3�d�–3�f� show that the period of oscillations is almost the
same as in the B=0 case and so is the relaxation length.
These are consistent with the results in Fig. 2. Figures
3�g�–3�i� show that when the magnetic field strength is in-

FIG. 3. Spatial relaxation of the mean energy 	 �first row� and average velocities vz �second row� and vx �third row� for the step function
collision model �33� at E /n0=6 Td for a range of magnetic fields: B /n0=0 �first column�, 100 Hx �second column�, 500 Hx �third column�,
and 1000 Hx �fourth column�. The disturbing source is introduced via �18� with Ti=4.0�103 K and vi=2.0�104 m/s.
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creased to 500 Hx, significant changes in all the quantities
occur. First, both 	 and vz are much lower than for the case
of 100 Hx, while vx is enhanced in both the maximal and
spatially uniform values. Second, the period of oscillation is
larger and agrees with the Fig. 2 prediction. The relaxation
proceeds much quicker and taking approximately 70� to be
fully relaxed. Figures 3�j�–3�l� show the case when the mag-
netic field is further increased up to 1000 Hx. We see that the
mean energy is now much less than the threshold energy of
the inelastic collision process, energy losses via inelastic col-
lisions are reduced, and elastic collisions are enhanced. The
relaxation profiles actually show very weak irregular oscilla-
tions, which are quickly damped. Under such conditions, all
the quantities are significantly lower than the magnetic-field-
free case.

To study the shifts of the window of electric field
strengths when a magnetic field is present, as predicted by
eigenvalue analysis, Fig. 4 shows the relaxation of the mean
energy at E /n0=15 Td for various B /n0. The disturbing
source has Ti=8.0�103 K and vi=2.0�103 m/s. Figure
4�a� shows that in the absence of a magnetic field the relax-
ation profile is aperiodic and relaxation proceeds very fast
�fully relaxed at z /��15�. The aperiodic relaxation occurs
because losses of energy via inelastic collisions can be ap-
proximated as continuous processes as discussed in relation
to Fig. 2. Figure 4�b� shows that the application of a mag-

netic field of strength 100 Hx causes little change in the
relaxation length although the mean energy is slightly less
than in Fig. 4�a�. However, Fig. 4�b� also shows that the
mean energy varies irregularly before it has relaxed. When
this occurs the disturbing source introduced at z=0 essen-
tially causes all the eigenmodes to contribute to the relax-
ation profiles for regions near the disturbance. Although K1

�

is real, some of the other eigenvalues Kn
� �n�0,1� are com-

plex and the amplitudes of their real parts may be compa-
rable with Re�K1

��. Consequently, weak oscillations contrib-
uted by these eigenmodes are superimposed on the regular
relaxation controlled mainly by the K1

� eigenmode. Figure
4�c� shows that when B /n0=500 Hx, significant changes oc-
cur. The relaxation is dramatically slower than for the lower
B /n0, and it takes over 300� to reach the spatially uniform
state. Moreover, Fig. 4�c� shows that oscillatory relaxation
prevails. The period of oscillations is P�2.0�, larger than
the value �1.89�� predicted via the classical relation 	i /eE if
energy loss in elastic collisions is negligible. Due to the mag-
netic cooling effects, the mean energy of the electrons re-
duces. For this particular B /n0, the mean energy is reduced
to a level that energy losses by inelastic collisions become
discrete again. In addition, the probability for the occurrence
of inelastic collisions is significant; hence, energy loss by
inelastic collisions dominates that by elastic collisions. The
transport properties thus evolve periodically to the spatially
uniform states. Furthermore, we find that both the relaxation
length and period of oscillations are consistent with the ei-
genvalue analysis predicted by Fig. 2. Figure 4�d� shows that
when the magnetic field strength is further increased to 1000
Hx, the mean energy relaxes faster than for 500 Hx but still
slower than for the other two weaker magnetic field
strengths, although relaxation is still characterized by peri-
odic oscillations. For B /n0 greater than 500 Hx, energy
losses by elastic collisions become important, so relaxation is
faster and the oscillation period is slightly larger than in Fig.
4�c�. Figure 4�e� shows, for B /n0=2000 Hx, that periodic
relaxations are damped out to the spatially uniform state
much more quickly than for 1000 Hx. For even stronger
magnetic fields, the mean energy is much lower �not shown�
than the inelastic threshold. Loss of energy through inelastic
collisions is insignificant, and elastic collisions dominate en-
ergy losses. Relaxation is aperiodic, and once again the elec-
tric field strength is pushed outside the window.

The main results of this section can be summarized as
follows. In general, the presence of a magnetic field can both
speed up and slow down spatial relaxation of transport prop-
erties. When the original relaxation characteristics in the
presence of electric field only, be they monotonic or periodic,
are unchanged by the application of a magnetic field, relax-
ation proceeds faster and the period of oscillations is larger if
relaxation is oscillatory. For the cases when the original re-
laxation characteristics are changed by the magnetic field,
relaxation occurs slower �faster� if the original relaxation is
monotonic �periodic�. Moreover, at sufficiently high mag-
netic field strengths, relaxation is always monotonic and
faster than when only the electric field exists. The magnetic
field can thus shift the window of electric field strength and
affect greatly the corresponding electron relaxation charac-
teristics.

FIG. 4. Spatial relaxation of the mean energy for the step func-
tion collision model �33� at E /n0=15 Td for a range of magnetic
fields: �a� B /n0=0, �b� B /n0=100 Hx, �c� B /n0=500 Hx, �d�
B /n0=1000 Hx, and �e� B /n0=2000 Hx. The disturbing source is
introduced via �18� with Ti=8.0�103 K and vi=2.0�103 m/s.
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C. Electrons in methane

In this section, we consider electron spatial relaxation in
methane gas, for which the elastic cross section is character-
ized by a Ramsauer minimum. The onset of inelastic colli-
sions occurs at energies near this minimum, and thus the
inelastic cross section is not small compared with the elastic
cross sections in this energy region. This was the example
studied in the original multiterm theory developed by Lin et
al. �29� and is thus of special interest in the present nonhy-
drodynamic studies.

The cross sections used here are those of Schmidt �14�
and are shown in Fig. 5. In these cross sections, anisotropic
elastic collision cross sections are employed with the first
three partial cross section differences �0−�l �l�3� specified.
For l�4, we assume �0−�l=�0−�3. The inelastic collisions
given in Ref. �14� assume isotropic scattering. We also ne-
glect ionization, attachment, and rotational excitations,
which is appropriate for the field strengths under consider-
ation.

We first consider a very low electric field E /n0=0.5 Td;
the methane gas has a temperature T0=293 K as in our pre-
vious work �7�, while varying the magnetic field strength.
For this choice E /n0 in the absence of a magnetic field, our
early work showed that the relaxation is periodic and under-
goes the maximum spatial distance before it settles down to
the spatially uniform state �7�. Figure 6�a� shows that the
spatial evolution of mean energy is periodic and weakly
damped; it takes about 800� to reach the uniform state. The
period of oscillations agrees with prediction via the classical
relation 	i /eE, where 	i=0.162 eV is the threshold energy of
the first vibrational excitation. For this E /n0, energy losses
through elastic collisions and other inelastic channels are mi-
nor by comparison. We see from Figs. 6�b� and 6�c� that the
presence of a magnetic field acts to heavily damp the oscil-
lations and relaxation proceeds much faster than the
magnetic-field-free case in Fig. 6�a�. This occurs because of
the decrease of the mean energy as B /n0 rises, enhances the
energy losses due to elastic collisions, and they become com-
parable with those due to inelastic collisions. Hence the re-

laxation profile is periodic but quickly damped. In addition,
Figs. 6�a�–6�c� show that the period of oscillations becomes
longer as B /n0 increases. We find that both the relaxation
length and period are consistent with eigenvalue analysis.

Now we extend our investigation to a higher electric field
strength E /n0=5 Td and consider B /n0=0, 30 Hx, and 200
Hx. The methane gas temperature now is 295 K. This con-
dition is the same as in previous work on hydrodynamic
electron transport in methane �33,34�. In these studies, it was
found that the mean energy is in the vicinity of the Rama-
sauer minimum in the elastic cross sections. The velocity
distribution in this energy region is significantly anisotropic,
and the two-term approximation fails. Motivated by these
previous findings, the aim here is to test the present ap-
proaches for nonhydrodynamic spatial relaxation. The dis-
turbing source is represented by the drifted Maxwellian �18�
with Ti=5�103 K and vi=104 m/s.

Figure 7 shows the relaxation of mean energy and average
velocities under such conditions. In the presence of an elec-
tric field only, Figs. 7�a�–7�c� show that a two-term approxi-
mation results in large error in all three quantities: �7% in 	
near the source region z /��1, �7% in vz accross the whole
spatial regions, and serious error in vx for z /��2. Actually,
a four-term calculation is required to achieve an accuracy of
2% or better, although a three-term approximation is suffi-
cient for hydrodynamic conditions �33�.

With the application of a weak magnetic field at 30 Hx,
Figs. 7�d�–7�f� show that the two-term approximation yields
results in large error in both 	 and vz �e.g., 15% in vz� and
significant error in vx when near the disturbing source. In this
case, a four-term approximation is still needed to accurately
account for the relaxation profile near the origin, even
though a three-term truncation is adequate for regions where
hydrodynamic conditions prevail, in agreement with an early
study �33�. When the magnetic field is increased to 200 Hx,
Figs. 7�g�–7�i� show that a two-term approximation is ad-
equate for the system under hydrodynamic conditions. This

FIG. 5. Anisotropic elastic and isotropic inelastic cross sections
of methane �14�. Dotted line: �0−�1. Dashed line: �0−�2. Dot-
dashed line: �0−�3. Dot-dot-dashed line: �v1,v3. Long-dashed line:
�v2,v4. FIG. 6. Spatial relaxation of the mean energy in methane at

E /n0=0.5 Td for a range of magnetic fields: �a� B /n0=0, �b� 100
Hx, and �c� 200 Hx. The disturbing source is introduced via �18�
with Ti=2.0�102 K and vi=2.0�103 m/s.
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observation is consistent with a previous work �34� which
showed a reduction of anisotropy in the electron distribution
function with increasing B /n0 and, hence, a lower-order trun-
cation with lmax=1 becoming sufficient. However, Figs.
7�g�–7�i� also show that near the source region, a four-term
approximation is essential in furnishing converged mean en-
ergy and average velocities within desired accuracy. The re-
quirement of multiterm analysis for regions near the source
and at the low magnetic field strengths observed here is con-
sistent with discharge modelings for a real gas �27,28�.

IV. CONCLUSION

We have developed two complementary methods to study
the spatial relaxation of charged-particle swarms in an ideal-
ized steady-state Townsend experiment, under the influence
of uniform orthogonal electric and magnetic fields. In both
cases, a “two-temperature” moment technique in which op-
erators in velocity space of the Boltzmann equation repre-
sented in terms of Burnett functions has been employed. The
numerical methods developed here are suitable for both ions
and electrons, but we have presented results for electrons
only.

The spatial relaxation characteristics of transport proper-
ties were studied both by full numerical solution and by ei-
genvalue spectral analysis of the Boltzmann equation, re-
spectively. The numerical approaches were first validated

against analytical predictions, and we have demonstrated ex-
cellent agreement in eigenvalue spectra for the Maxwell elas-
tic collision model. We have also established that monotonic
spatial relaxation is shortened when a magnetic field is ap-
plied.

When both elastic and inelastic collisional processes are
present, the application of a magnetic field was found to
significantly alter the relaxation characteristics. Generally,
the magnetic field can both enhance or retard the spatial re-
laxation of transport properties. When the original qualitative
relaxation characteristics, be they monotonic or periodic for
the magnetic-field-free case, are unchanged by the applica-
tion of a magnetic field, relaxation proceeds quicker, and the
period of oscillations is longer, if relaxation is periodic.
When the original relaxation characteristics are, on the other
hand, altered qualitatively by the presence of a magnetic
field, relaxation proceeds slower �faster� if the original relax-
ation is monotonic �periodic�. Furthermore, for sufficiently
strong magnetic field strengths, relaxation is always mono-
tonic and proceeds faster than when only the electric field is
present. In summary, the magnetic field can shift the window
of the electric field strength in which oscillatory evolution
occurs and modify the corresponding relaxation characteris-
tics, both qualitatively and quantitatively.

The importance of multiterm analysis was illustrated by
considering electrons in methane. We found that, generally, a
multiterm calculation is required to correctly account for the
spatial profiles of transport properties near the disturbing

FIG. 7. Spatial relaxation of the mean energy 	 �first row�, average velocities vz �second row�, and vx �third row� in methane gas at
E /n0=5 Td, B /n0=0 �first column�, 30 Hx �second column�, and 200 Hx �third column�, respectively. The disturbing source is introduced
via �18� with Ti=3�103 K and vi=104 m/s. The dashed curves are for a two-term approximation; the solid curves represent converged
results with a four-term approximation.
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source, even though a two-term approximation may be suf-
ficient in the hydrodynamic regime in the presence of a
strong magnetic field.

Finally, we found that the equivalent electric field concept
as used in the spatially homogeneous case is inappropriate
under nonhydrodynamic conditions. Moreover, although this
is a theoretical work, we would like to encourage experimen-
talists to look for the effects described by developing a
“Franck-Hertz experiment with a magnetic field.” In our
opinion, the photon flux technique of Fletcher �49� may offer
the best and least intrusive means of making such observa-
tions.
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APPENDIX: EIGENVALUE SPECTRUM ANALYSIS FOR
THE MAXWELL ELASTIC COLLISION MODEL

For the case of electron swarms undergoing only elastic
collisions which are governed by an isotropic differential
cross section, the collision operator has the form �50,51�

J0 = −
m

m0c2

d

dc
�c2�m�c +

kT0

m

d

dc
�� , �A1�

Jl = �l = �m �l  1� . �A2�

If the eigenfunction of Eq. �26� is represented by an expan-
sion in spherical harmonics similar to Eq. �2�, i.e.,

��c� = �
l=0

�

�
m=−l

l

�m
�l��z,c�Ym

�l��ĉ� , �A3�

and the two-term approximation is made, Eq. �26� becomes,
using the Jl above,

J0�0
�0� + i

a
3c2

�

�c
�c2�0

�1�� + i
c
3

K�0
�1� = 0, �A4�

J1�−1
�1� +

�

2
�0

�1� = 0, �A5�

J1�0
�1� − i

a
3

�

�c
�0

�0� +
�

2
��1

�1� − �−1
�1�� − i

c
3

K�0
�0� = 0,

�A6�

J1�1
�1� −

�

2
�0

�1� = 0. �A7�

Eliminating �−1
�1� and �1

�1� between Eqs. �A4�–�A7� and as-
suming a cold gas �T0=0�, we have

−
m

m0c2

�

�c
�c3�m�0

�0�� + i
a

3c2

�

�c
�c2�0

�1�� + i
c
3

K�0
�1� = 0,

�A8�

�m�1 + � �

�m
�2��0

�1� − i
a
3

�

�c
�0

�0� − i
c
3

K�0
�0� = 0.

�A9�

To represent Eqs. �A8� and �A9� in terms of real quanti-
ties, we perform a transformation

�lm = il� �2l + 1��l − 	m	�!
4��l + 	m	�! �1/2

�m
�l�, �A10�

so that the eigenvalue problems above become

−
m

m0c2

�

�c
�c3�m�00� +

a

3c2

�

�c
�c2�10� +

c

3
K�10 = 0,

�A11�

�m�1 + � �

�m
�2��10 + a

�

�c
�00 + cK�00 = 0. �A12�

Following the procedures employed by Robson �52� when
studying boundary effects on a distribution function, for an
arbitrary function G�c�, we introduce the transformation

�G�c��s = �
0

�

exp�−
1

2
sc2�G�c�dc , �A13�

where s may be complex. Note that the following identity
holds:

�c2G�c��s = − 2
�

�s
�G�c��s. �A14�

In terms of the Laplace transform operator Ls defined below

�G�c��s = �
0

�

exp�− sx�
G�2x�

2x
dx � Ls�G�2x�

2x
� ,

�A15�

where x=c2 /2, Eq. �A14� can be written as

�c2G�c��s � Ls�2xG�2x�� . �A16�

Multiplying Eqs. �A11� and �A12� by cj exp�−sc2 /2� and

cj� exp�−sc2 /2�, respectively, and integrating over c yields

1

3
a�2 − j��cj−1�10�s +

1

3
�as + K��cj+1�10�s

=
m

m0
�s��mcj+2�00�s + �2 − j���mcj�00�s� , �A17�

j�a�cj�−1�00�s − �as + K��cj�+1�00�s

= ��m�1 + ��/�m�2�cj��10�s, �A18�

where j and j� are arbitrary integers. For the Maxwell model,
we choose j=2 and j�=3, and also define � via

K = − �a . �A19�

Eliminating terms with �10 between Eqs. �A17� and �A18�
and using relation �A14� we find, after some algebra,
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�c2�00�s,� = �
�s + �−�3�p−1�/2

�s + �+�3p/2 , �A20�

where the subscript � has been added to denote the eigen-
function corresponding to the eigenvalue K, � is a constant
of integration, and

�± �
1

2
�2�1 − 2�/�2 ± �1 − 4�/�2�1/2� , �A21�

p �
1 + �1 − 4�/�2�1/2

2�1 − 4�/�2�1/2 , �A22�

�2 �
3m

m0
�1 + � �

�m
�2���m

a
�2

. �A23�

Note that �c2�00�s,� is the Laplace transform of
2x�00�2x�, so

2x�00�2x� = Ls
−1��c2�00�s,�� . �A24�

In the case of �=0, Eq. �A20� reduces to

�c2�00�s,�=0 = ��s + �2�−3/2. �A25�

Using the definition �A13� and relation �A14�, it follows that

�00�c,� = 0� = 2

�
� exp�−

1

2
�2c2� . �A26�

As the eigenmode with �=0 corresponds to the spatially uni-
form state, the eigenfunction �00�c ,�=0� thus represents the

spatially homogeneous distribution, which is a Maxwellian
at temperature T�m /k�2.

The downstream behavior is determined by those eigen-
values for which �0 �K�0�; hence, it follows from Eqs.
�A21� and �A22� that

p  1, �+ � 0, �−  0. �A27�

In order for the inverse Laplace transform �A24� to be regu-
lar at the origin c=0, we must have

3

2
�p − 1� = n �n = 0,1,2, . . . � , �A28�

i.e.,

p = 1 +
2

3
n , �A29�

leading to a quantization of the eigenvalues. Thus, substitut-
ing Eq. �A29� into Eq. �A22� yields the allowed value of �,

�n =
2n�2n + 3�
�4n + 3�2 �2, �A30�

and the eigenvalues are given by

Kn = −
6n�2n + 3�
�4n + 3�2

m

m0

�m
2

a
�1 + � �

�m
�2� . �A31�

Note that the above analytical expression for Kn can be used
as a benchmark for numerical calculations.
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